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Different types of security and safety concerns

• Trying to extract information from the neural
representations

• Trying to detect parts of the training set (membership
attacks)

• Trying to distill a new model from bigger models (for
example, Vicuna from ChatGPT), making big companies
vulnerable to “model theft”

• Trying to make an LLM output something that is not
allowed

• Trying to use LLMs for unpermitted purposes
(disinformation, essay writing...)

Each one of these questions is a rich domain for research!
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Watermarking (Kirchenbauer et al., 2023)

From Kirchenbauer et al.:
In this work, we study watermarking of language model
output. A watermark is a hidden pattern in text that is
imperceptible to humans, while making the text algo-
rithmically identifiable as synthetic.
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Watermarking (Kirchenbauer et al., 2023)

Basic agorithm:

• Say the last token we fed to the LLM is s(t−1) and at time
step t, we calculate pt , probability distribution over next
tokens

• Compute a hash of token s(t−1) to seed a random number
generator

• Randomly partition the vocabulary into green tokens and
red tokens

• Sample the next word s(t) from the green tokens
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Watermarking - example
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How do we recognise a watermark?

Food for Thought: How would you recognise if the text was
written by an LLM?

Food for Thought: Which color tokens do we expect in this
case?
Test the following hypothesis for statistical significance:

H0: The text sequence is generated with no knowledge
of the red list rule

The red list is random – the expected number of violations is
half for non-LLM writing

Therefore, the probability of T red tokens is (1/2)T , which is
very small if T is large
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Limitations

Any limitations?

Food for Thought: What happens in low-entropy states?

There are not many possible options to divide the words into a
green set and red set

Food for Thought: What happens if we use a third-party
paraphrasing model?

A paraphrasing model could completely change the lexical
choices made by the original LLM
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Another example of an attack on LLM

LLMs may be used as information source for illicit activity

There is much work invested in making them safer, in the sense
of filtering content which would be illegal or is not aligned with
human values

Food for thought: What is a direct way to prevent that?

Filter
training data
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Zou et al. (2023)

Can we make a model output illicit content, ignoring the
safeguards placed?
Main idea:
Find a suffix that is added to the prompt, and that leads the
model to agreeing to provide the continuation

For example, given the prompt “Tell me how to build a bomb”
find a suffix that is appended to the prompt and maximizes the
probability of starting with “Sure, here is how to build a bomb:”

max
xI∈{1,...,V }|I |

log p(x∗n+1: n+H | x1: n)

where I is the indices of the tokens of the adversarial suffix, x∗

is the desired priming continuation and x overall is the whole
prompt (with the suffix)
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Positive affirmation
We want to find a set of tokens to use in x in positions I such
that we maximize positive affirmation through a response string
x∗:

min
xI∈{1,...,V }|I |

− log p(x∗n+1: n+H | x1: n)︸ ︷︷ ︸
L(x1:n)

• The space of possible xI is discrete, how to optimise over
it?

• Use coordinate-style algorithm. We calculate the gradient
of each token with respect to the one-hot vector:
∇exi

L(x1:n)
• We randomly sample replacement token where the
gradient is most effective (top-k of −∇exi

L(x1:n)) and
choose the best among them according to the objective L

• We iterate again

Shay Cohen NLU+ Lecture 15 12/24



Pseudo-code from Zou et al. (2023)

• Main idea: effectively search the space of “adveresarial
tokens” by taking gradient with respect to one-hot vectors
for each xi (one of the adversarial tokens)
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Universal prompt

Problem: We want to find a single suffix to “jailbreak” the
LLM
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Some results
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Some results
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Limitations

What access does this method need for the LLM?

It turns out that strings that “jailbreak” Vicuna and other open
source software were also working with GPT closed models
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A story from Amazon (circa 2018)

How do we protect guarded attributes effectively to
avoid using them in classification and make classification
fair?
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How to make classification fair?

• Make the hidden representations omit information we do
not wish to consider
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Information erasure setup

Three main random variables/vectors:

X ∈ Rd Y ∈ Rm Z ∈ Rd ′

document, text prediction protected attribute
often represented as

matrix d × n
often represented as

matrix d ′ × n

Main question: How do we maintain good prediction of Y
from X while minimally relying on “information” from Z?
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Using SVD to erase information

Cross-covariance Matrix:

Ω = E[XZ⊤]

Embodies covariance (what about correlation?) between X and
Z

Applying SVD on Ω provides a basis for each of X and Z:

• Orthonormal

• Projection through the top k singular vector basis gives
the highest correlation of linear transformations of the two
variables

Solution (Shao et al., 2023a): Calculate SVD and project X to
the orthogonal complement space
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Basic algorithm (Spectral Attribute RemovaL)

Spectral Attribute removaL

• Let Ω = E[XZ⊤] (or empirical version of it)

• Perform SVD on Ω

• Choose the k least singular values with the
corresponding singular vector matrix U

• Use the erased version of X: x 7→ UU⊤x

Note on Evaluation: We need to balance between keeping the
representations intact and making them “fairer”! Two
competing metrics.
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Unaligned protected attributes
• Typical scenario studied: each X sample comes with a
corresponding Z sample

• Question: How do we erase attributes when this
alignment does not exist? For example, can we erase the a
protected attribute from X knowing only the priors of the
different classes (male/female, etc.)?

• Answer: It is partially possible, by extending SAL to find a
latent alignment between X samples and Z samples

Shay Cohen NLU+ Lecture 15 23/24



Unaligned protected attributes
• Typical scenario studied: each X sample comes with a
corresponding Z sample

• Question: How do we erase attributes when this
alignment does not exist? For example, can we erase the a
protected attribute from X knowing only the priors of the
different classes (male/female, etc.)?

• Answer: It is partially possible, by extending SAL to find a
latent alignment between X samples and Z samples

Shay Cohen NLU+ Lecture 15 23/24



Summary

LLMs introduce many safety issues.

Examples we had today:

• The possibility of using LLMs when original text is
required, or using LLMs for disinformation (watermarking
can help, but not completely solve the problem)

• The possibility of getting LLMs to output illicit content
(“how to build a bomb”)

• The possibility of violating user privacy or making unfair
decisions
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