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We can only access a large collection of documents (e.g., Wikipedia) — we

don’t know which document contains the answer, and the goal is to answer
any open-domain questions.



Open Domain Question Answering

Question (Q) * * Answer (A)

A

WIKIPEDIA
The Free Encyclopedia

Open-Domain Question Answering (ODQA):

We do not assume we are given a passage together with the question

We can only access a large collection of documents (e.g., Wikipedia) — we

don’t know which document contains the answer, and the goal is to answer
any open-domain questions.

Both more challenging and more practical/useful!



Slot Filling

INPUT:

Star Trek [SEP] creator

OUTPUT:

Gene Roddenberry

PROVENANCE:

17157886-1

Open Domain QA

INPUT:

When did Star Trek go off the air

OUTPUT:

June 3, 1969

PROVENANCE:

17157886-5 NQ

INPUT:

Which Star Trek star directed Three Men
and a Baby?

OUTPUT:
Leonard Nimoy

PROVENANCE:

17157886-4, 596639-7 TQA

INPUT:

Treklanta (formerly “TrekTrax Atlanta”) is
an annual convention for what American
science fiction media franchise?

OUTPUT:

Star Trek

Knowledge source:
5.9 Million Wikipedia pages

A KILT

Sta,r Trek 17157886

Star Trek is an American media franchise based on the science fiction

television series created by Gene Roddenbcrry.1 ...] It followed the interstellar

adventures of Captain James T. Kirk (William Shatner) and his crew aboard

the starship USS "Enterprise", a space exploration vessel built by the United

Federation of Planets in the 23rd ccnt.ury.2 The "Star Trek" canon includes

"The Original Series", an animated series, five spin-off television series, the

. . . . 3
film franchise, and further adaptations in several media.

...] The original 1966-69 series featured William Shatner as Captain James T.

Kirk, Leonard N imoy4 as Spock, DeForest Kelley as Dr. Leonard "Bones"

McCoy, James Doohan as Montgomery "Scotty" Scott, Nichelle Nichols as
Uhura, George Takei as Hikaru Sulu, and Walter Koenig as Pavel Chekov.
During the series' first run, it earned several nominations for the Hugo Award
for Best Dramatic Presentation, and won twice. |...]

NBC canceled the show after three seasons; the last original episode aired on

June 3, 1969°. [...

Three Men and a Baby *7%%%?

Three Men and a Baby is a 1987 American comedy film directed by Leonard

Nimoy " and starring Tom Selleck, Steve Guttenberg, Ted Danson and Nancy
Travis. [...]

Treklanta 2878999

Treklanta is an annual "Star Trek" convention based in Atlanta, Georgia that

Dialogue

INPUT:

| am a big fan of Star Trek, the American
franchise created by Gene Roddenberry.
| don’t know much about it. When did the
first episode air?

It debuted in 1996 and aired for 3
seasons on NBC.

What is the plot of the show?

OUTPUT:
William Shatner plays the role of Captain
Kirk. He did a great job.

PROVENANCE:

17157886-2 WoWw

Fact Checking

INPUT:
Star Trek had spin-off television series.

OUTPUT:

Supports

PROVENANCE:

17157886-3 FEV

Entity Linking

INPUT:

[...]Currently the site offers five movie
collections ranging from $149 for 10
[START _ENT]Star Trek [END_ENT] films
to $1,125 for the eclectic Movie Lovers’
Collection of 75 movies. [...]

OUTPUT:

Star Trek

The KILT
Benchmark

* Open-Domain Question Answering
(Natural Questions, TriviaQA,
HotPotQA, ELIS)

* Fact-Checking (FEVER)
*Slot Filling (T-REX, zsRE)
*Dialogue (Wizard of Wikipedia)

+ Entity Linking (AIDA, WNED-WIKI,
WNED-CWEB)



LLMs and their Limitations

LLMs are Extremely Impressive —

They can store vast amounts of knowledge in their parameters/activations
Very strong results on many tasks, even in few-shot learning settings

Very flexible — applicable on a variety of tasks



LLMs and their Limitations

LLMs are Extremely Impressive —
They can store vast amounts of knowledge in their parameters/activations

Very strong results on many tasks, even in few-shot learning settings
Very flexible — applicable on a variety of tasks

However —
X It can be difficult to update and control their knowledge/memory

X LLMs are black-boxes — no provenance or interpretability

X Very large and expensive


https://emojipedia.org/cross-mark
https://emojipedia.org/cross-mark
https://emojipedia.org/cross-mark

LLMs and their Limitations

Input: List the top five US states with the highest per-capita GDP, in order.

|[Asai et al., 2024]
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Input: List the top five US states with the highest per-capita GDP, in order.

Parametric LMSs : Pre-trained on large-scale pre-training data

Top five states are: B Factual inaccuracies L LMs and. more
)
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California
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LLMs and their Limitations

Input: List the top five US states with the highest per-capita GDP, in order.

Top five states are:

New York
Massachusetts

ok W

Training C)
COorpus

Parametric LMSs : Pre-trained on large-scale pre-training data

l Factual inaccuracies LLMs and. more
J

. District of Columbia
Input —> % _> (0C) B Difficulty of verification generally, neural

B Difficulty of data opt-out models

Expensive costs to adapt

Large model size

I Retrieval-augmented LMs : Incorporate data at inference

Input —> @ —>  Top five states are:

. 1. DC
\LRetrlever ¢ LM New York

2
2022 per capita GDP: DC 3 Massachusett
(192k), NY (79k), MA (77k), ,
WA (74K), CA (73K) 4. Washington
O

\ . California
Datastore %

Retrieval-

Reduced factual errors
- ) Augmented
& tt ttributi .

etter attributions Generation
- . .
B Flexible data opt-in/out models
Adaptivity &

customizability ,

Parameter efficiency [Asai et al., 2024]



The Retriever-Reader Framework

“In what city is the University of Edinburgh located?”

[Chen et al., 2017]
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“In what city is the University of Edinburgh located?”

Document
Retriever

-~
SV ad“v

WIKIPEDIA

[Chen et al., 2017]



The Retriever-Reader Framework

“In what city is the University of Edinburgh located?”

WIKIPEDIA

Document
Retriever

¥p 83 languages Vv

University of Edinburgh

Article Talk Read Edit View history Tools v

From Wikipedia, the free encyclopedia Coordinates: (g 55°57'N 3°11'W (@

The University of Edinburgh (Scots: University o Edinburgh, Scottish Gaelic: Oilthigh Dhun Eideann;
abbreviated as Edin. in post-nominals) is a public research university based in Edinburgh, Scotland.
Founded by the town council under the authority of a royal charter of King James VI in 1582 and officially
opened in 1583, it is one of Scotland's four ancient universities and the sixth-oldest university in continuous

operation in the English-speaking world.l') The university played an important role in Edinburgh becoming a

chief intellectual centre during the Scottish Enlightenment and contributed to the city being nicknamed the
"Athens of the North".[71(]

R three main global university rankings (QS, THE, and ARWU) all place Edinburgh within their respective
N [10111] 1t js a member of several associations of research-intensive universities, including the
ALp, League of European Research Universities, Russell Group, Una Europa, and Universitas
&l year ending 31 July 2023, it had a total income of £1.341 billion, of which £339.5 million
grants and contracts. It has the third-largest endowment in the UK, behind only
End Oxford.!?) The university occupies five main campuses in the city of Edinburgh, which
any buildings of historical and architectural significance such as those in the Old Town.!'®!

dinburgh is the seventh-largest university in the UK by enrolment!*) and receives over 75,000
undergraduate applications per year, making it the second-most popular university in the UK by volume of
applications.:”] Edinburgh had the seventh-highest average UCAS points amongst British universities for
new entrants in 2021."% The university continues to have links to the royal family, having had Prince Philip,
Duke of Edinburgh as its chancellor from 1953 to 2010 and Anne, Princess Royal since March 2011.1¢)

Alumni of the university include inventor Alexander Graham Bell, naturalist Charles Darwin, philosopher
David Hume, physicist James Clerk Maxwell, and writers such as Sir J. M. Barrie, Sir Arthur Conan Doyle,
J. K. Rowling,['”! Sir Walter Scott, and Robert Louis Stevenson.["®1'®] The university counts several heads
of state and government amongst its graduates, including three British prime ministers. Three Supreme
Court justices of the UK were educated at Edinburgh. As of January 2023, 19 Nobel Prize laureates, four
Pulitzer Prize winners, three Turing Award winners, and an Abel Prize laureate and Fields Medalist have
been affiliated with Edinburgh as alumni or academic staff.?°! Edinburgh alumni have won a total of ten
Olympic gold medals.”!

University of Edinburgh

Latin: Universitas Academica Edinburgensis

Former names

Type

Established

Academic
affiliation

Endowment
Budget
Chancellor
Rector
Principal
Academic staff

Administrative
staff

Students

Tounis College
King James' College

Public research university
Ancient university
1583; 441 years ago'"!

ACU - Coimbra Group +
EUA - LERU - Russell
Group + Una Europa *
UNICA - Universitas 21 -
URA - Universities
Scotland + Universities UK

£559.8 million (2023)%!
£1.341 billion (2022/23)!]
Anne, Princess Royal
Simon Fanshawe

Sir Peter Mathieson
4,952 FTE (2022)"°)
6,215 FTE (2022)°!

41,250 (2021/22)1*1=]

[Chen et al., 2017]



The Retriever-Reader Framework

“In what city is the University of Edinburgh located?”

Document
Retriever

WIKIPEDI

University of Edinburgh

Article Talk Read Edit View history Tools v

Xp 83 languages Vv

From Wikipedia, the free encyclopedia Coordinates: (g 55°57'N 3°11'W (@

The University of Edinburgh (Scots: University o Edinburgh, Scottish Gaelic: Oilthigh Dhun Eideann;
abbreviated as Edin. in post-nominals) is a public research university based in Edinburgh, Scotland.
Founded by the town council under the authority of a royal charter of King James VI in 1582 and officia
opened in 1583, it is one of Scotland's four ancient universities and the sixth-oldest university in conting
operation in the English-speaking world.l') The university played an important role in Edinburgh becom
chief intellectual centre during the Scottish Enlightenment and contributed to the city being nicknamed
"Athens of the North".[7®]

Document
Reader

R three main global university rankings (QS, THE, and ARWU) all place Edinburgh within their respe
N [10111] 1t js a member of several associations of research-intensive universities, including the
aLp, League of European Research Universities, Russell Group, Una Europa, and Universitas Former na

&l year ending 31 July 2023, it had a total income of £1.341 billion, of which £339.5 million “ " ”
grants and contracts. It has the third-largest endowment in the UK, behind only Type In ur
Pnd Oxford.” The university occupies five main campuses in the city of Edinburgh, which
any buildings of historical and architectural significance such as those in the Old Town.!'®! Established 1583; 441 years ago'"
Academic ACU - Coimbra Group *
dinburgh is the seventh-largest university in the UK by enrolment'*! and receives over 75,000 affiliation EUA - LERU - Russell

Group + Una Europa *
UNICA - Universitas 21 -
URA - Universities
Scotland + Universities UK

undergraduate applications per year, making it the second-most popular university in the UK by volume of
applications.''* Edinburgh had the seventh-highest average UCAS points amongst British universities for
new entrants in 2021."% The university continues to have links to the royal family, having had Prince Philip,
Duke of Edinburgh as its chancellor from 1953 to 2010 and Anne, Princess Royal since March 2011.1¢!

Endowment £559.8 million (2023)"°!
Alumni of the university include inventor Alexander Graham Bell, naturalist Charles Darwin, philosopher Budget £1.341 billion (2022/23)!2)
David Hume, physicist James Clerk Maxwell, and writers such as Sir J. M. Barrie, Sir Arthur Conan Doyle, Chancellor Anne, Princess Royal
J. K. Rowling,!'”) Sir Walter Scott, and Robert Louis Stevenson.!"®!l'®] The university counts several heads | gector Simon Eanshawe
of state and government amongst its graduates, including three British prime ministers. Three Supreme Principal Sir Peter Mathieson

Court justices of the UK were educated at Edinburgh. As of January 2023, 19 Nobel Prize laureates, four
Pulitzer Prize winners, three Turing Award winners, and an Abel Prize laureate and Fields Medalist have

Academic staff 4,952 FTE (2022)"°!

Administrative 6,215 FTE (2022)°!
been affiliated with Edinburgh as alumni or academic staff.*** Edinburgh alumni have won a total of ten staff

Olympic gold medals."®” Students 41,250 (2021/22) 1]

[Chen et al., 2017]
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Output: an answer A

Retriever: retriever(, Q) — Py, ..., P,, where k € N is pre-defined (e.g., 100)

Reader: reader(Q, {P,...,P,}) = A, similar to reading comprehension



The Retriever-Reader Framework

Input: a large collection of documents & = {D,, ..., D, } and a question O

Output: an answer A

Retriever: retriever(, Q) — Py, ..., P,, where k € N is pre-defined (e.g., 100)

Reader: reader(Q, {P,...,P,}) = A, similar to reading comprehension

An early retriever-reader system is DrQA [Chen et al., 2017]:
Retriever: a standard, “classic” TF-IDF information retrieval module (fixed)

Reader: a neural reading comprehension model, trained on SQUAD via distant
supervision (i.e., by using retrieved paragraphs rather than gold ones)



Dense and Sparse Retrievers

Goal: find a small subset of elements (e.g., documents, paragraphs)
In a datastore that are the most similar/related/relevant to the query

sim(Q, P): similarity score between a query O and a paragraph P
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sim(Q, P): similarity score between a query QO and a paragraph P
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Dense and Sparse Retrievers

Goal: find a small subset of elements (e.g., documents, paragraphs)
In a datastore that are the most similar/related/relevant to the query

sim(Q, P): similarity score between a query QO and a paragraph P

Example: TF-IDF similarity (sparse)

sim(Q;, P;) =|cosine(q, p)|with q,p € R!"

freq(w, Q)
— : TFw, Q) =
qW TF(W9 Q) IDF(W9 @) ( Q) ZW/ freq(W,, Q)

Term Frequency| | Inverse Document DF(w. 2) = log 4
Frequency ’ [{PED AW E P}




Dense Retrieval in Practice

Goal: find a small subset of elements (e.g., documents, paragraphs)
In a datastore that are the most similar/related/relevant to the query

sim(Q, P): similarity score between a query QO and a paragraph P

Example: Dense Retrieval



Dense Retrieval in Practice

Goal: find a small subset of elements (e.g., documents, paragraphs)
In a datastore that are the most similar/related/relevant to the query

sim(Q, P): similarity score between a query QO and a paragraph P

Example: Dense Retrieval

q; = Encode(Q;) Entire research on how to improve or

o -
p;, = Encode(P)) learn the similarity function!



Dense Retrieval in Practice

Goal: find a small subset of elements (e.g., documents, paragraphs)
In a datastore that are the most similar/related/relevant to the query

sim(Q, P): similarity score between a query QO and a paragraph P

Index: given a query embedding (; € RY, returns the top-k

paragraph embeddings Py, ..., Py € R? via maximum inner-
product search (MIPS)



Software: FAISS, SCaNN, Annoy, ...

Build index for a collection:

Y1, Y2, -y Yn = Rd .
‘ H ] Indexing

!

Media
escriptio

=

m

79
o,

v

Result: # - argmin,_, ,[lz — vl



Software: FAISS, SCaNN, Annoyvy, ...

Summary of methods

The basic indexes are given hereafter:

Main .
Method Class name index_factory Bytes/vector Exhausti\
parameters

Exact Search
for L2

Exact Search ExaCt Searc h

for Inner IndexFlatIP "Flat"
Product

IndexFlatL2

Hierarchical

Navigable e -
*d + X *
Small World IndexHNSWFlat "HNSW, Flat" e
* 2 %

e loraton Approximate Search
(Scales to Billions of vectors)

Inverted file
with exact
post-
verification

quantizer ,
IndexIVFFlat "IVFx,Flat" d, nlists,
metric

Locality-

Sensitive

Hashing IndexLSH ceil(nbits/8) D D
(binary flat

index) D D
Scalar

CPU vs. GPU

(SQ) in flat IndexScalarQuantizer "sSQ8"

mode

Product

quantizer Ly ) ceil(M x
) IndexPQ ) :
(PQ) in flat "PQ"M"x"nbits nbits / 8)

mode



Early End-to-End Trainable Reader-Retriever Models

Early method for training the retrieval component proposed by Lee et al., 2019:

BERT)(q)

[CLS] What does the zip in
zip code stand for? [ SEP ]

\

Sretr (()a Q) *

BERT 5(0)

[CLS]...The term ‘ZIP’
is an acronym for Zone
Improvement Plan... [ SEP ]

BERTR(q, 0)

Svtad(()a “The term”, q)

Top K

BERT (1)

[CLS] What does the
zip 1n zip code stand for?
[SEP]...The term ‘ZIP’
1s an acronym for Zone
Improvement Plan... [ SEP]

Sread (0, “Zone Improvement Plan”, q)

[CLS]...group of ze-
bras are referred to as a
herd or dazzle... [ SEP]

S'rvet:r (23 Q)

BERT 5(2)

BERTR(q, 2)

: “ZIPS”, q)

[CLS]...ZIPs for other
operating systems may
be preceded by... [ SEP]

Top K

S'ret-r('-': Q) '

BERT5(...)

[CLS] What does the
zip in zip code stand for?
[SEP]...ZIPs for other
operating systems may
be preceded by...[SEP ]

, “operating systems”, q)

ey q)

Each passage can be encoded as a vector using BERT and the retriever score can
be measured as the dot product between the question and passage representations

Not easy to model as there are a huge number of passages (21M in Eng. Wikipedia)



Early End-to-End Trainable Reader-Retriever Models

Later, Dense Passage Retrieval [DPR, Karpukhin et al., 2020] authors propose to
train the retriever using question-answer pairs:

QueStiOIl q passage p 90
l l 801 = — | v‘
BERT,, BERT p E ' -
s 70-
} | :
[e]e]e]e]o]e]o]e] 00000000 ® 60. —— BM25
l ~ # Train: 1k
l 8‘ —<— # Train: 10k
h h F 5o —<— # Train: 20k
q P —— # Train: 40k
/ —— # Train: all (59k)
40 , ' ' , '
: T 20 40 60 80 100
sim(q,p) = hq hp k: # of retrieved passages

Trainable retriever (using BERT) can produce more accurate results than traditional
IR models, such as BM25 and TF-IDF


https://arxiv.org/abs/2104.05740

Early End-to-End Trainable Reader-Retriever Models

Later, Dense Passage Retrieval [DPR, Karpukhin et al., 2020] authors propose to
train the retriever using question-answer pairs:

QueStiOIl q Passage p 90
l | . e
BERT BERT p :> ‘ -
s 70-
} } :
[e]e]e]e]o]e]o]e] 00000000 ® 60. —— BM25
l ~ # Train: 1k
l 8‘ —<— # Train: 10k
h h F 5o —<— # Train: 20k
q P —— # Train: 40k
/ —— # Train: all (59k)
40 ' ' ' , '
: T 20 40 60 80 100
sim(q,p) = hq hp k: # of retrieved passages

Trainable retriever (using BERT) can produce more accurate results than traditional
IR models, such as BM25 and TF-IDF

...although this was slightly controversial — see e.g., “A Replication Study of DPR”
https://arxiv.org/abs/2104.05740



https://arxiv.org/abs/2104.05740

Dense Retrieval and Generative Models

Recent works show that it can be beneficial to generate answers rather than
extracting them from retrieved passages, e.g., Fusion-in-Decoder [Izacard et al., 2021]

~ N
Wh was Alan //f i\\
Turing b
- / Genera tive
2s8eq model
? N
/’7Alan Turingﬁ\\ \\_ 4//
was a British
computer
scientist. é )
\\ Born in Maida Maida Vale,
Vale, London.. London
N\ - 8 B

Fusion-in-Decoder (FiD):
DPR & T5



Dense Retrieval and Generative Models

Recent works show that it can be beneficial to generate answers rather than
extracting them from retrieved passages, e.g., Fusion-in-Decoder [Izacard et al., 2021]

4 N
Where was Alan K \ Model NQ TriviaQA SQUAD Open
Turing born? EM EM EM EM F1
) g Sonerstave DrQA (Chen et al., 2017) - - - 29.8 -
g ™ St Multi-Passage BERT (Wang et al., 2019) - - - 53.0 60.9
@ f \\ Path Retriever (Asai et al., 2020) 31.7 - - 56.5 63.8
Alan Turing \_ W, Graph Retriever (Min et al., 2019b) 347 558 : :
L e Hard EM (Min et al., 2019a) 28.8 50.9 i i
computer l " : )
e - \ ORQA (Lee et al., 2019) 31.3 45.1 - 20.2
\ Born in Maida Maida Vale, REALM (GUU et al., 2020) 40.4 - - -
\kVale, London--y . London ) DPR (Karpukhin et al., 2020) 41.5 57.9 - 36.7
SpanSeqGen (Min et al., 2020) 42.5 - - -
Fusion-in-Decoder (FIiD): RAG (Lewis et al., 2020b) 445 561  68.0
DPR & T5 T5 (Roberts et al., 2020) 36.6 - 60.5

GPT-3 few shot (Brown et al., 2020) 29.9 - 71.2




Dense Retrieval and Generative Models

Recent works show that it can be beneficial to generate answers rather than
extracting them from retrieved passages, e.g., Fusion-in-Decoder [Izacard et al., 2021]

e e | 4 N Model NQ TriviaQA SQuAD Open
Turing born? EM EM EM EM F1
- / Generative DrQA (Chen et al., 2017) - - - 29.8 -
s ~ seq2seq model Multi-Passage BERT (Wang et al., 2019) - : : 530  60.9
g ~ \\ Path Retriever (Asai et al., 2020) 31.7 : i 565  63.8
Alan Turing \ j Graph Retriever (Min et al., 2019b) 34.7 55.8 - - -
wae 2 pBJtietriSh l Hard EM (Min et al., 2019a) 28.8 50.9 ; -
scientist . e ~ ORQA (Lee et al., 2019) 31.3 45.1 - 20.2
\ Born in Maida Maida Vale, REALM (Guu et al., 2020) 40.4 - - -
\Vale, London--) . London ) DPR (Karpukhin et al., 2020) 41.5 57.9 - 36.7
SpanSeqGen (Min et al., 2020) 42.5 - - .
Fusion-in-Decoder (FIiD): RAG (Lewis et al., 2020b) 445 561  68.0
DPR & T5 T5 (Roberts et al., 2020) 36.6 - 60.5
GPT-3 few shot (Brown et al., 2020) 29.9 - 71.2

[ Question + Passage 1 ] ‘ encoder > IIIII

[ Question + Passage 2 ] ‘ encoder >

concat > ‘ decoder > Answer ]

Question + Passage N ] ‘ encoder > I:“_




LLMs Can Do Open-Domain QA

LLMs — without an (explicit) retrieval component — can be used to solve Open-Domain
Question Answering tasks; knowledge about the world is encoded in their parameters
and activations, rather than in a corpus:

[ﬁPresident Franklin <M> born <M> January 1882.

D. Roosevelt was <M> 1n ]

-
Lily couldn't <M>. The waitress -
had brought the 1argest <M> of believe her eyes <M>
g chocolate cake <M> seen. piece <M> she had ever
\
-
OQur <M> hand-picked and sun-dried peaches are <M> at our

<M> orchard in Georgia.
.

[Roberts et al., 2020]



LLMs Can Do Open-Domain QA

LLMs — without an (explicit) retrieval component — can be used to solve Open-Domain
Question Answering tasks; knowledge about the world is encoded in their parameters
and activations, rather than in a corpus:

President Franklin <M> born <M> January 1882.

D. Roosevelt was <M> 1in ]

(Lily couldn't <M>. The waitress
had brought the largest <M> of - { believe her eyes <M> ]
g chocolate cake <M> seen. T 5 piece <M> she had ever
-
Our <M> hand-picked and sun-dried
<M> orchard in Georgia.

.

President Franklin D.
Roosevelt was born
in January 1882.

Pre-training

Fine-tuning

When was Franklin D.
Roosevelt born?

[Roberts et al., 2020]



LLMs vs. RAG — Generalisation

How do LLMs really compare with RAG models, in terms of accuracy and
generalisation, on open-domain question answering tasks?

Open Natural Questions
Model P AnQ
. SWErI
Toul S Overlap | ~0
p Only p

Total

TriviaQA WebQuestions
Question Answer No Question Answer No
Overlap Overlap Overlap Total Overlap Overlap Overlap

Only Only

The question appears In
the training set

The answer appears in
the training set

[Lewis et al., 2020]



LLMs vs. RAG — Generalisation

How do LLMs really compare with RAG models, in terms of accuracy and
generalisation, on open-domain question answering tasks?

Model Open Natural Questions TriviaQA WebQuestions
. Answer . Answer . Answer

toat 2500 Oveap [ N0 | ot Q0 Oy [ No Y ot QN Over

P Only P P Only P P Only P

The question appears In
the training set

Closed T5-11B+SSM| 36.6 77.2 22.2 04 - - = 4477 82.1 44.5 22.0
book BART 265 67.6 10.2 0.8 26.7 67.3 16.3 274 T71.5 20.7 1.6

[Lewis et al., 2020]



LLMs vs. RAG — Generalisation

How do LLMs really compare with RAG models, in terms of accuracy and
generalisation, on open-domain question answering tasks?

Model Open Natural Questions TriviaQA WebQuestions
: Answer : Answer : Answer
Total %lilzsrifn Overlap 0 N(i Total %uestllon Overlap 0 Nci Total %uestllon Overlap
p Only verlap verlap Only verlap verlap Only
Open RAG 4.5 70.7 34.9 82.7 34.7 81.0 45.8
b DPR 413 694 346 80.4  59.6 741 39.8
FID 514 71.3 48.3 87.5 66.9 - -
Closed T5-11B+SSM| 36.6 77.2 22.2 9.4 - - - 82.1 44.5 :
book BART 265 67.6 10.2 0.8] [26.7 67.3 16.3 71.5 20.7 1.6

[Lewis et al., 2020]



LLMs vs. RAG — Generalisation

How do LLMs really compare with RAG models, in terms of accuracy and
generalisation, on open-domain question answering tasks?

Natural Questions

Comp Novel
-gen

Model
Total Overlap
Unseen entity-
relation pair
Parametric T5-11B+SSM | 36.59 81.48
BART 26.54  76.34

17.47
5.88

-entity

TriviaQA

Total Overlap Comp Nov.el
-gen  -entity

12.56
3.35

26.78 78.38 [11.37 10.09

Liu et al., 2021]




LLMs vs. RAG — Generalisation

How do LLMs really compare with RAG models, in terms of accuracy and
generalisation, on open-domain question answering tasks?

Natural Questions TriviaQA
Model Comp Novel Comp Novel
Total Overlap . Total Overlap .
-gen -entity -gen -entity
RAG 44 .49 75.75 56.83 87.12
Non-parametric FiD 53.13 78.85 67.69 90.39
DPR 41.27 71.33 57.91 82.31
RePAQ 47.26 78.61 52.06 89.08
N T5-11B+SSM | 36.59  81.48 (1747 12.56 : :
BART 26.54 76.34 | 5.88 3.35| 26.78 78.38 |11.37 10.09

Liu et al., 2021]




LLMs vs. RAG — Updateability

2017 Test Set Acc. 2020 Test Set Acc.
Train Set Test-time Index Closed-book ATLAS Closed-book ATLAS
2017 - Retrieval-
2017 answers 5020 m
2017
2020 answers 5020

[lzacard et al., 2022]



LLMs vs. RAG — Updateability

2017 Test Set Acc. 2020 Test Set Acc.

Train Set Test-time Index Closed-book ATLAS Closed-book ATLAS

2017 12.1 Retrieval- 2.9
2017 answers . 121 2.9

2020
2017 4.8 3.0
2020 answers 5020 3 6

[lzacard et al., 2022]



LLMs vs. RAG — Updateability

2017 Test Set Acc. 2020 Test Set Acc.
Train Set Test-time Index Closed-book ATLAS Closed-book ATLAS
9017 answers 2017 12.1 7.7 2.9 1.5
W 2020 12.1 10.2 2.9
3090 anmwers 2017 4.8 3.6 4.2
2020 4.8 3.5 3.6 60.5

[lzacard et al., 2022]



LLMs vs. RAG — Accuracy

NQ TriviaQA filtered TriviaQA unfiltered
Model 64-shot Full 64-shot Full 64-shot Full
GPT-3 (Brown et al., 2020) 29.9 - - - 71.2 -
Gopher (Rae et al., 2021) 28.2 - 57.2 - 61.3 -
Chinchilla (Hoffmann et al., 2022 35.5 - 64.6 - 72.3 -
PaLM (Chowdhery et al., 2022 39.6 - - - 81.4 -
RETRO (Borgeaud et al., 2021) - 45.5 - - - -
FiD (Izacard & Grave, 2020) - 51.4 - 67.6 - 80.1
FiD-KD (Izacard & Grave, 2021) - 54.7 - 73.3 - -
R2-D2 (Fajcik et al., 2021) - 55.9 - 69.9 - -

[lzacard et al., 2022]



LLMs vs. RAG — Accuracy

NQ TriviaQA filtered TriviaQA unfiltered

Model 64-shot Full 64-shot Full 64-shot Full
GPT-3 (Brown et al., 2020) 29.9 - - - 71.2 -
Gopher (Rae et al., 2021) 28.2 - 57.2 - 61.3 -
Chinchilla (Hoffmann et al., 2022 35.5 - 64.6 - 72.3 -
PaLM (Chowdhery et al., 2022 39.6 - - - 81.4 -
RETRO (Borgeaud et al., 2021) - 45.5 - - - -
FiD (Izacard & Grave, 2020) - 51.4 - 67.6 - 80.1
FiD-KD (Izacard & Grave, 2021) - 54.7 - 73.3 - -
R2-D2 (Fajcik et al., 2021 55.9 69.9 -

74.5 79.8 84.7 89.4

[lzacard et al., 2022]



ATLAS — A Retrieval-Augmented LM

Masked L.anguage Modelling:

Bermuda Triangle is in the western part
<MASK> of the Atlantic Ocean.

Pretraining Atl as

The Bermuda
Triangle is an urban
legend focused on a
loosely-defined
region in the
western part of the
North Atlantic
Ocean.

[lzacard et al., 2022]



ATLAS — A Retrieval-Augmented LM

Masked L.anguage Modelling:
Bermuda Triangle is in the western part

<MASK> of the Atlantic Ocean.
Pretraining AtlaS

Few-shot

Fact checking:

Bermuda Triangle is in the western False

part of the Himalayas.

The Bermuda
Triangle is an urban
legend focused on a
loosely-defined
region in the
western part of the
North Atlantic
Ocean.

Question answering:
Where is the Bermuda Triangle?

Western part of the
North Atlantic Ocean

[lzacard et al., 2022]



Retrieval-Augmented LMs

to retrieve?

Text chunks (passages)?
Tokens?
Something else”?
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Retrieval-Augmented LMs

to retrieve? . to use retrieval? | to retrieve?
Query w/ retrieval
l The capital city of Ontario is Toronto.
\PTRNS 1
%‘Vﬁ%\\ w/ retrieval w/ r wir wir w/ r wir wir
R AYAYAYAYAYAYA

The capital city of Ontario is Toronto.
Text chunks (passages)?

Tokens?
Something else?




to retrieve?

Query

l

Ot
AR
b ‘ &0&2

Text chunks (passages)?

Tokens?
Something else?

' to use retrieval?

Retrieval-Augmented LMs

en to retrieve?

w/ retrieval

RYATATATATAYA

The capital city of Ontario is Toronto.

w/ retrieval w/ r wir wir w/ r wir wir

RYATATATATAYA

The capital city of Ontario is Toronto.

w/ retrieval w/r wi/r

RTATATATATAIA

The capital city of Ontario is Toronto.



Retrieval-Augmented LMs

How to use When to
retrieval? retrieve?
| 1 l REALM (Guu et al. 2020)
What to » Text chunks > |Input layer » Once

retrieve? .
(concatenation)

[Asai et al., 2023]



Retrieval-Augmented LMs

Fevry et al. 2020,
de Jong et al. 2021

N How to use When to
tEtﬂt't'eS ?_r retrieval? retrieve?
b A | | REALM (Guu et al. 2020)
rg‘;,t,'iaetlteo’ » Text chunks > Input layer » Once
: (concatenation)
\ \ L, Every n tokens
Tokens nt diate | Retrieve-in-context
KNN-LM (Khandelwal et al. 2020) (Qo?trrirr]wiolrapce)r :t‘i’ss (Ram et al. 2023, Shi et al. 2023)
. Adaptivel
Adaptively \ RETRO (Borgeaud et al. 2022) P y\
He et al. 2021, Drozdov et al. 2022, Alon et al. 2022 Jiang et al. 2023

Retrieve its own input

Wu et al. 2022, Bertsch et al. 2023, Rubin & Brent, 2023

[Asai et al., 2023]
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REALM [Guu et al., 2020]

x = World Cup 2022 was the last before the increase to [MASK] in the 2026 tournament.

— FIFA World Cup 2026 will expand to 48 teams.

X
¢ World Cup 2022 was ... the increase to [MASK] in 2026.

:
.

k chunks of text FIFA World Cup 2026 ‘ ‘
(passages) will expand to 48 teams. 48

R —

Retrieve stage Read stage



REALM — Retrieval

FIFA World Cup 2026
will expand to 48 teams.

In 2022, the 32 national
teams involved In the
tournament.

Team USA celebrated
after winning its match
against Iran ...

Wikipedia
13M chunks (passages)
(called documents in the paper)




REALM — Retrieval

X = World Cup 2022 was ... the increase to [MASK] in 2026.

FIFA World Cup 2026 Fast nearest neighbor search

will expand to 48 teams.

0
In 2022, the 32 national / )
“Encoer -
0

teams involved Iin the
tournament.

Team USA celebrated z = Encoder(z)

after winning its match m -

against lran ...

X = Encoder(x)

Wikipedia
13M chunks (passages)
(called documents in the paper)



REALM — Retrieval

X = World Cup 2022 was ... the increase to [MASK] in 2026.

FIFA World Cup 2026 m Fast nearest neighbor search
will expand to 48 teams.

@
In 2022, the 32 national / o
“encodsr .

teams involved In the

tournament. / O O
Team USA celebrated z = Encoder(z)

after winning its match m g X = Encoder(x)

against lran ...

Wikipedia 2. .., 2 = argTop-k (X - z)

13M chunks (passages) k retrieved chunks
(called documents in the paper)



REALM — Reading
MASK] z; [SEF]x —p IEEVIN —¥ P(y|x,29)

MASK] z, [SEP] x —b —» P(y|x,2,)

[MASK] z; [SEP] x —b> —» P(y|x,2)



REALM — Reading

Weighted average

/"‘ 0 if not one of top k
). Pz| )P(y|x,2)

Need to approximate @ fromthe  from the

— Consider top k chunks only retrieve stage  read stage



REALM [Guu et al., 2020]

to retrieve?

- Chunksv
- Tokens

- Others
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_ Chunksv - Input Iayer~/
- Tokens - Intermediate layers

- Others - QOutput layer



REALM [Guu et al., 2020]

to retrieve? to use retrieval? to retrieve?
_ Chunksv - Input Iayer~/ -Oncev/
- Tokens - Intermediate layers - Every n tokens (n>1)

- Others - Output layer - Every token



Overview — Retrieval-Augmented Models

REALM [Guu et al., 2020] — Masked Language Modeling (MLM) pre-training
objective followed by fine-tuning, focusing on ODQA

DPR [Karpukhin et al., 2020] — pipeline training rather than join training, focusing
on ODQA with no explicit LM training objective

RAG [Lewis et al., 2020] — Generative training objective rather than MLM, focusing
on ODQA and knowledge-intensive tasks (no explicit LM objective)

ATLAS [lzacard et al., 2022] — Combine RAG with a retrieval-based LM pre-
training objective and a encoder-decoder architecture, focusing on ODQA and

knowledge-intensive tasks



Reading List
Reliable, Adaptable, and Attributable Language Models with Retrieval,
https://arxiv.org/abs/2403.03187

ATLAS: Few-shot Learning with Retrieval Augmented Language Models,
https://arxiv.org/abs/2208.03299

REALM: Retrieval-Augmented Language Model Pre-Training,
https://arxiv.org/abs/2002.08909

Reading Wikipedia to Answer Open-Domain Questions,
https://arxiv.org/abs/1704.00051

Question and Answer Test-Train Overlap in Open-Domain Question
Answering Datasets, https://arxiv.org/abs/2008.02637

Challenges in Generalisation in Open Domain Question Answering,
https://arxiv.org/abs/2109.01156
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