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Open Domain Question Answering

Question (Q) Answer (A)

Open-Domain Question Answering (ODQA): 
We do not assume we are given a passage together with the question

We can only access a large collection of documents (e.g., Wikipedia) — we 
don’t know which document contains the answer, and the goal is to answer 
any open-domain questions.

Both more challenging and more practical/useful!
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The KILT 
Benchmark

•Open-Domain Question Answering 
(Natural Questions, TriviaQA, 
HotPotQA, ELI5) 

•Fact-Checking (FEVER) 

•Slot Filling (T-REx, zsRE) 

•Dialogue (Wizard of Wikipedia) 

•Entity Linking (AIDA, WNED-WIKI, 
WNED-CWEB)



LLMs and their Limitations
LLMs are Extremely Impressive — 
✅ They can store vast amounts of knowledge in their parameters/activations

✅ Very strong results on many tasks, even in few-shot learning settings

✅ Very flexible — applicable on a variety of tasks


However — 
It can be difficult to update and control their knowledge/memory

LLMs are black-boxes — no provenance or interpretability

Very large and expensive
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The Retriever-Reader Framework

Document 
Retriever

“In what city is the University of Edinburgh located?”

“Edinburgh”

Document 
Reader

[Chen et al., 2017]
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The Retriever-Reader Framework
Input: a large collection of documents  and a question 


Output: an answer 

𝒟 = {D1, …, Dn} Q
A

Retriever:   ,  where  is pre-defined (e.g., 100)


Reader:   ,  similar to reading comprehension

retriever(𝒟, Q) → P1, …, Pk k ∈ ℕ
reader(Q, {P1, …, Pk}) → A

An early retriever-reader system is DrQA [Chen et al., 2017]:

Retriever: a standard, “classic” TF-IDF information retrieval module (fixed)

Reader: a neural reading comprehension model, trained on SQuAD via distant 
supervision (i.e., by using retrieved paragraphs rather than gold ones)
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Dense and Sparse Retrievers
Goal: find a small subset of elements  (e.g., documents, paragraphs) 
in a datastore that are the most similar/related/relevant to the query

: similarity score between a query  and a paragraph sim(Q, P) Q P

Example: TF-IDF similarity (sparse)

sim(Qi, Pj) = cosine(q, p) with q, p ∈ ℝ|V|

qw = TF(w, Q) ⋅ IDF(w, 𝒟)

Term Frequency Inverse Document 
Frequency

TF(w, Q) =
freq(w, Q)

∑w′￼
freq(w′￼, Q)

IDF(w, 𝒟) = log
|𝒟 |

|{P ∈ 𝒟 ∧ w ∈ P} |
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Dense Retrieval in Practice
Goal: find a small subset of elements  (e.g., documents, paragraphs) 
in a datastore that are the most similar/related/relevant to the query

: similarity score between a query  and a paragraph sim(Q, P) Q P

Example: Dense Retrieval

sim(Qi, Pj) = q⊤
i pj with qi, pj ∈ ℝd

qi = Encode(Qi)

pj = Encode(Pj)
Entire research on how to improve or 
learn the similarity function!
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Dense Retrieval in Practice
Goal: find a small subset of elements  (e.g., documents, paragraphs) 
in a datastore that are the most similar/related/relevant to the query

: similarity score between a query  and a paragraph sim(Q, P) Q P

Index: given a query embedding , returns the  
paragraph embeddings  via maximum inner-
product search (MIPS)

qi ∈ ℝd top-k
p1, …, pk ∈ ℝd



Software: FAISS,SCaNN,Annoy,…



Exact Search

Approximate Search 
(Scales to Billions of vectors)

Software: FAISS,SCaNN,Annoy,…



Early End-to-End Trainable Reader-Retriever Models
Early method for training the retrieval component proposed by Lee et al., 2019:

Each passage can be encoded as a vector using BERT and the retriever score can 
be measured as the dot product between the question and passage representations

Not easy to model as there are a huge number of passages (21M in Eng. Wikipedia)



Later, Dense Passage Retrieval [DPR, Karpukhin et al., 2020] authors propose to 
train the retriever using question-answer pairs:

Trainable retriever (using BERT) can produce more accurate results than traditional 
IR models, such as BM25 and TF-IDF

.. although this was a bit controversial — see e.g., “A Replication Study of DPR” 
https://arxiv.org/abs/2104.05740

Early End-to-End Trainable Reader-Retriever Models
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Dense Retrieval and Generative Models
Recent works show that it can be beneficial to generate answers rather than 
extracting them from retrieved passages, e.g., Fusion-in-Decoder [Izacard et al., 2021]

Fusion-in-Decoder (FiD): 
DPR & T5
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LLMs Can Do Open-Domain QA
LLMs — without an (explicit) retrieval component — can be used to solve Open-Domain 
Question Answering tasks; knowledge about the world is encoded in their parameters 
and activations, rather than in a corpus:

[Roberts et al., 2020]



LLMs Can Do Open-Domain QA
LLMs — without an (explicit) retrieval component — can be used to solve Open-Domain 
Question Answering tasks; knowledge about the world is encoded in their parameters 
and activations, rather than in a corpus:

[Roberts et al., 2020]



LLMs vs. RAG — Generalisation

[Lewis et al., 2020]

How do LLMs really compare with RAG models, in terms of accuracy and 
generalisation, on open-domain question answering tasks?

The question appears in 
the training set

The answer appears in 
the training set
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LLMs vs. RAG — Generalisation

[Liu et al., 2021]

How do LLMs really compare with RAG models, in terms of accuracy and 
generalisation, on open-domain question answering tasks?

New entityUnseen entity-
relation pair
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LLMs vs. RAG — Updateability

[Izacard et al., 2022]

Retrieval-
augmented

T5-XXL
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LLMs vs. RAG — Accuracy
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LLMs vs. RAG — Accuracy



ATLAS — A Retrieval-Augmented LM

[Izacard et al., 2022]

Fact checking:
Bermuda Triangle is in the western 

part of the Himalayas.

Atlas

False

Masked Language Modelling:
Bermuda Triangle is in the 

<MASK> of the Atlantic Ocean.

The Bermuda 
Triangle is an urban 
legend focused on a 

loosely-defined 
region in the 

western part of the 
North Atlantic 

Ocean.

western part

Pretraining

Few-shot

Question answering:
Where is the Bermuda Triangle?

Western part of the 
North Atlantic Ocean

… …
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REALM [Guu et al., 2020]
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Overview — Retrieval-Augmented Models

REALM [Guu et al., 2020] — Masked Language Modeling (MLM) pre-training 
objective followed by fine-tuning, focusing on ODQA

DPR [Karpukhin et al., 2020] — pipeline training rather than join training, focusing 
on ODQA with no explicit LM training objective

RAG [Lewis et al., 2020] — Generative training objective rather than MLM, focusing 
on ODQA and knowledge-intensive tasks (no explicit LM objective)

ATLAS [Izacard et al., 2022] — Combine RAG with a retrieval-based LM pre-
training objective and a encoder-decoder architecture, focusing on ODQA and 
knowledge-intensive tasks



Reliable, Adaptable, and Attributable Language Models with Retrieval,

https://arxiv.org/abs/2403.03187 
ATLAS: Few-shot Learning with Retrieval Augmented Language Models, 
https://arxiv.org/abs/2208.03299

REALM: Retrieval-Augmented Language Model Pre-Training,

https://arxiv.org/abs/2002.08909 
Reading Wikipedia to Answer Open-Domain Questions,

https://arxiv.org/abs/1704.00051 
Question and Answer Test-Train Overlap in Open-Domain Question 
Answering Datasets, https://arxiv.org/abs/2008.02637 
Challenges in Generalisation in Open Domain Question Answering, 
https://arxiv.org/abs/2109.01156

Reading List

https://arxiv.org/abs/2208.03299
https://arxiv.org/abs/2002.08909
https://arxiv.org/abs/1704.00051
https://arxiv.org/abs/2008.02637

