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Agenda for Today

Last time, we saw several different ways in which social biases
could enter into NLP systems, and discussed how this could
harm people. We then asked whether we could detect these
biases in word embeddings.

Today, we’ll look at biases captured in word embeddings, and
ask what it might take to remove them. Spoiler: we don’t know
how to remove them.
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Bias in representations

Bias in NLP systems

What can you do?
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Bias in representations



We can observe human bias using implicit association tests

Measures association of groups to stereotype words. Strong
association between a group and a stereotype results in faster
reaction times.

How do we design an IAT for word embeddings?
4



Word Embeddings Association Test (WEAT)

Source: Intrinsic bias metrics do not correlate with application bias.
Goldfarb-Tarrant et al. (2020)
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Word Embeddings Association Test (WEAT)
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Word Embeddings Association Test (WEAT)

1. Compute similarity of group 1 (male) and stereotype 1
(career) word embeddings. Cosine similarity is use to
measure association (in place of reaction time).

2. Compute similarity of group 1 (male) and stereotype 2
(family) word embeddings.

3. Null hypothesis: if group 1 is not more strongly associated
to one of the stereotypes, there will be no difference in
the means.

4. Effect size measured using Cohen’s d.
5. Repeat for group 2 (female): Are female words more easily
associcated with family than male names?

Source: Semantics derived automatically from language corpora contain
human-like biases. Caliskan et al. (2017)
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Experimental details and caveats

• Uses GloVe (similar to word2vec) trained on Common
Crawl—a large-scale crawl of the web.

• Removed names that did not appear with high frequency
in data.

• Removed names that were least “name-like” (e.g. Will)
algorithmically.

• Each concept is represented using a small set of words,
designed for previous experiments in the psychology
literature.
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Sanity check: Inoffensive associations have strong effects

Flowers aster, clover, hyacinth, marigold, poppy, azalea, crocus, iris,
orchid, rose, .... zinnia.

Insects ant, caterpillar, flea, locust, spider, bedbug, centipede, fly,
maggot, tarantula,.... weevil.

Pleasant caress, freedom, health, love, peace, cheer, friend, heaven,
loyal, pleasure, .... vacation.

Unpleasant abuse, crash, filth, murder, sickness, accident, death, grief,
poison, stink, .... prison

Result: flowers associate with pleasant, insects associate with
unpleasant. p < 10−7
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Names associate with cultural stereotypes

European American names Adam, Harry, Josh, Roger, Alan, Frank, Justin,
Ryan, Andrea, Jack, Matthew, Stephen, Greg, Paul, Jonathan,
Peter, Amanda, Courtney, Heather, Melanie, Katie, Betsy,
Kristin, Nancy, Stephanie, Ellen, Lauren, Colleen, Emily,
Megan, Rachel.

African American names Alonzo, Jamel, Theo, Alphonse, Jerome, Leroy,
Torrance, Darnell, Lamar, Lionel, Tyree, Deion, Lamont, Malik,
Terrence, Tyrone, Lavon, Marcellus, Wardell, Nichelle,
Shereen, Ebony, Latisha, Shaniqua, Jasmine, Tanisha, Tia,
Lakisha, Latoya, Yolanda, Malika, Yvette

Pleasant Similar to previous experiment.
Unpleasant Similar to previous experiment.

Result: European American names associate with pleasant,
African American names associate with unpleasant. p < 10−8
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Names associate with gendered professions

Men’s names John, Paul, Mike, Kevin, Steve, Greg, Jeff, Bill.
Women’s names Amy, Joan, Lisa, Sarah, Diana, Kate, Ann,

Donna.
Career executive, management, professional, corporation,

salary, office, business, career.
Family home, parents, children, family, cousins, marriage,

wedding, relatives.

Result: Men’s names associate with career, women’s names
associate with family. p < 10−3
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Other biases appear in the data

• Men’s names associate with maths, women’s names with
arts (p < .018).

• Men’s names associate with science, women’s names with
arts (p < .10−2).

• Young people’s names associate with pleasant, old
people’s names with unpleasant (p < .10−2).
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Gender biases in data reflect real-world associations

Source: Semantics derived automatically from language corpora contain
human-like biases. Caliskan et al. (2017) 13



Bias in NLP systems



Do biased representations affect applications?

Case study: 219 automatic sentiment analysis systems,
submitted to a shared task intended to measure anger, fear,
joy, sadness.
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Do biased representations affect applications?

Create templates, e.g.:

⟨PERSON⟩ made me feel ⟨EMOTIONAL STATE⟩.

The conversation with ⟨PERSON⟩ was ⟨EMOTIONAL SITUATION⟩.

⟨PERSON⟩ names selected by association for
African-American/ European-American, men/
women.

Anger words angry, annoyed, enraged, furious, irritated
Fear words anxious, discourage, fearful, scared, terrified
Joy words ecstatic, excited, glad, happy, relieved

Sadness words depressed, devastated, disappointed,
miserable

Source: Examing Gender and Race Bias in Two Hundred Sentiment Analysis
Systems. Kiritchenko and Mohammad (2018) 15



Experiment varies only gender/ racial variable

Ebony made me feel angry.

Amanda made me feel angry.

The conversation with Lakisha was irritating.

The conversation with Courtney was irritating.

Neutral control sentences:

I saw Darnell in the market.

I saw Andrew in the market.

Question: if only the demographic variable changes, does the
sentiment classification change?
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Sentiment systems exhibit demographic bias

• Very few effects observed on neutral sentences.
• Most systems associated European-American names more
strongly with joy.

• Most systems associated African-American names more
strongly with anger, fear, sadness.

• Most systems associated men’s names more strongly with
fear.

• Most systems associated women’s names more strongly
with anger, joy.
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What can you do?



Can we remove bias from word representations?

In supervised learning, specific features can be censored from
the data by incorporating a term into the learning objective
that requires the classifier to be unable to discriminate
between the censored classes. However, this has many
limitations.

In representation-learning systems like word2vec, the classes
are not provided a priori as features of the data. They are
latent in the data.
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Identifying the “gender subspace”

Intuition If analogies reveal a gender dimension, use analogies
on specific seed pairs to find it.

pair classification accuracy on stereotypes
she-he 89%
her-his 87%

woman-man 83%
Mary-John 87%

herself-himself 89%
daughter-son 91%
mother-father 85%

Classification based on simple test: which element of the pair is test
word closest to in vector space?

Source: Man is to computer programmer as woman is to homemaker?
Bolukbasi et al. (2016) 19



Debiasing reduces prevalance of stereotypical analogies

Chapter 2. Background 11

Moreover, it effectively removes the gender stereotypes from only gender-neutral terms

while maintaining desirable associations (e.g. the relationship between ”mother” and

”woman”).

Figure 2.8: The projection onto the gender subspace defined by
�!he��!she before and

after hard debiasing. maestro, instructor and homemaker are the gender-neutral words.

The equality set is {businessman, businesswoman}. For both axes, negative numbers

present the gender bias towards male and positive ones present the gender bias towards

female.

2.2.2 Gender-neutral word embeddings

Inspired by Hard Debiasing, Zhao et al. (Zhao et al., 2018b) propose a new way to

mitigate gender bias without the classifier deriving the list of gender-neutral words.

They found two downsides of HD: first, the correction-needed gender-neutral words

are firstly required to be obtained from a classifier, which may cause a chain effect if

the classifier does not work well; Second, also mentioned by Bolukbasi et al., some

gender features may be removed when equalizing. To address these two problems, Zhao

et al. proposed a GloVe-based learning strategy for training word embedding models

with protected attributes. They divided the word vector into two parts: the gender

feature (known as the ”protected attribute”) wg and the neutral feature wa. The overall

objective function is designed into three components. The first is the co-occurrence

function originated from GloVe (Pennington et al., 2014). The other two terms are

intended to limit the amount of gender feature wg, such that wa is neutral. In other

words, we can view the gender feature wg as the gender-specific words in (Bolukbasi

et al., 2016) which are determined to be not debiased and wa represents the gender-

Projection onto the gender subspace defined by he − she, before and
after hard debiasing.
Gender neutral words are mapped to zero on the gender subspace. 20



Debiasing reduces prevalance of stereotypical analogies

This is a lab result, on a very specific dimension.

How should you choose seed words? For a demographic variable other than
gender? In a language other than English?

How should you choose the words to debias?

How do you know a priori which biases exist in your data?

Does this actually have an effect in practice?
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Does debiasing word embeddings work?

No

• This method assumes that zeroing out a specific
dimension suffices to remove bias.

• But this is not the only way that embeddings can hide bias.
• Words still cluster by gender, and classifiers can recover
this.

Source: Lipstick on a Pig. Gonen and Goldberg (2019)
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Does debiasing word embeddings work?

“De-biased” embeddings still learn associations between name
groups and:

• blacks, rapper, hip hop, aggravated, assault, felonious
• mobster, restaurateur, seaside, pizzeria, pasta
• shopkeeper, villager, cricket, slum, minarets, fatwa,
martyrs, chargesheet

• peso, tortillas, tequila, undocumented, farmworkers
• methematician, avant garde, violinist, settlements,
synagogue, oligarchs

Source: What are the biases in my word embedding? Swinger et al. (2019)
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Does debiasing datasets work?

Disproportionate distribution: “gay” appears in toxic more frequently

embeddings and provides a technique to “de-bias” them, allowing
these more fair embeddings to be used for any text-based task.

Our work adds to this growing body of machine learning fair-
ness research with a novel approach to de�ning, measuring, and
mitigating unintended bias for a text-based classi�cation task.

METHODOLOGY
Model Task and Data
In this paper we work with a text classi�er built to identify toxicity
in comments from Wikipedia Talk Pages. The model is built from
a dataset of 127,820 Talk Page comments, each labeled by human
raters as toxic or non-toxic. A toxic comment is de�ned as a “rude,
disrespectful, or unreasonable comment that is likely to make you
leave a discussion.” All versions of the model are convolutional neu-
ral networks trained using the Keras framework [5] in TensorFlow
[1].

De�nitions of Unintended Bias and Fairness
The word ‘fairness’ in machine learning is used in various ways.
To avoid confusion, in this paper, we distinguish between the unin-
tended biases in a machine learning model and the potential unfair
applications of the model.

Every machine learning model is designed to express a bias. For
example, a model trained to identify toxic comments is intended
to be biased such that comments that are toxic get a higher score
than those which are not. The model is not intended to discriminate
between the gender of the people expressed in a comment - so if
the model does so, we call that unintended bias. We contrast this
with fairness which we use to refer to a potential negative impact
on society, and in particular when di�erent individuals are treated
di�erently.

To illustrate this distinction, consider a model for toxicity that
has unintended bias at a given threshold. For instance, the model
may give comments that contain the word ‘gay’ scores above the
threshold independently of whether the comment is toxic. If such
a model is applied on a website to remove comments that get a
score above that threshold, then we might speculate that the model
will have a negative e�ect on society because it will make it more
di�cult on that website to discuss topics where one would naturally
use the word ‘gay’. Thus we might say that the model’s impact is
unfair (to people who wish to write comments that contain the
word gay). However, if the model is used to sort and review all
comments before they are published then we might �nd that the
comments that contain the word gay are reviewed �rst, and then
published earlier, producing an unfair impact for people who write
comments without the word gay (since their comments may be
published later). If comments are grouped for review but published
in batch, then the model’s unintended bias may not cause any unfair
impact on comment authors.

Since the presence of unintended bias can have varied impacts
on fairness, we aim to de�ne and mitigate the unintended bias
that will improve fairness across a broad range of potential model
applications.

One de�nition, adapted from the literature, is a model contains
unintended bias if it performs better for some demographic groups
than others [9]. To apply this to text classi�cation, we consider

the unintended bias across the content of the text, and narrow the
de�nition to a model contains unintended bias if it performs better
for comments about some groups than for comments about others
groups.

In this work, we address one speci�c subcase of the above de�ni-
tion, which we call identity term bias. Here, we narrow further from
looking at all comments about di�erent groups to looking at com-
ments containing speci�c identity terms. Focusing on only a small
selection of identity terms enables us to make progress towards
mitigating unintended model bias, but it is of course only a �rst
step. For this work, our de�nition is: a model contains unintended
bias if it performs better for comments containing some particular
identity terms than for comments containing others.

The false positive bias described above, where non-toxic com-
ments containing certain identity terms were given unreasonably
high toxicity scores, is the manifestation of unintended bias. In the
rest of this paper, we lay out strategies to measure and mitigate this
unintended bias.

Quantifying bias in dataset
Identity terms a�ected by the false positive bias are disproportion-
ately used in toxic comments in our training data. For example,
the word ‘gay’ appears in 3% of toxic comments but only 0.5% of
comments overall. The combination of dataset size, model training
methods, and the disproportionate number of toxic examples for
comments containing these words in the training data led to over-
�tting in the original toxicity model: it made generalizations such
as associating the word ‘gay’ with toxicity. We manually created a
set of 51 common identity terms, and looked for similar dispropor-
tionate representations. Table 1 illustrates the di�erence between
the likelihood of seeing a given identity in a toxic statement vs. its
overall likelihood.

Term Toxic Overall
atheist 0.09% 0.10%
queer 0.30% 0.06%
gay 3% 0.50%
transgender 0.04% 0.02%
lesbian 0.10% 0.04%
homosexual 0.80% 0.20%
feminist 0.05% 0.05%
black 0.70% 0.60%
white 0.90% 0.70%
heterosexual 0.02% 0.03%
islam 0.10% 0.08%
muslim 0.20% 0.10%
bisexual 0.01% 0.03%

Table 1: Frequency of identity terms in toxic comments and
overall.

In addition to a disproportionate amount of toxicity in com-
ments containing certain identity terms, there is also a relationship
between comment length and toxicity, as shown in 1.

The models we are training are known to have the ability to cap-
ture contextual dependencies. However, with insu�cient data, the
model has no error signal that would require these distinctions, so
these models are likely to overgeneralize, causing the false positive
bias for identity terms.

Paper AIES’18, February 2–3, 2018, New Orleans, LA, USA
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Figure 1: Percent of comments labeled as toxic at each length
containing the given terms.

Bias Mitigation
To mitigate the data imbalance which causes the unintended bias,
we added additional data, all containing non-toxic examples of
the identity terms where we found the most disproportionate data
distributions.

For each term,we added enough newnon-toxic examples to bring
the toxic/non-toxic balance in line with the prior distribution for
the overall dataset, at each length bucket described above. Because
our CNNmodels are sensitive to length, and toxic comments tend to
be shorter, we found balancing by length to be especially important.

We mined the new data from Wikipedia articles themselves.
Since the text comes from the published article, we assume that the
text is non-toxic, which we validated by labeling 1000 comments,
99.5% of them were con�rmed non-toxic. Using unsupervised, as-
sumed non-toxic article data enables the data balancing to be done
without additional human labeling. Gathering additional super-
vised non-toxic data from the original comment domain could be
prohibitively expensive or impossible, as the rareness of these types
of comments is the initial cause of the bias. We found that using
unsupervised data, even from a slightly di�erent domain (article vs.
comment text), is a feasible and e�ective strategy to mitigate bias.

UNINTENDED BIAS EVALUATION METRICS
To evaluate and compare performance and unintended bias in the
models, we use the following test sets and evaluation metrics.

General Test Set
We use a general held out test set sampled from the original data set
of Wikipedia Talk Page comments. This set evaluates overall model
performance (intended bias), but it does not provide much infor-
mation about unintended bias. We use this set to ensure that bias
mitigation techniques do not drastically hurt overall performance.
This test set contains 31866 labeled comments of which 9.6% are
labeled toxic.

Template Examples Label
I am <IDENTITY> Non-Toxic
I am a <IDENTITY> person, ask me anything Non-Toxic
<IDENTITY> people are just like everyone else Non-Toxic
I hate all <IDENTITY> Toxic
I am a <IDENTITY> person and I hate your guts and
think you suck

Toxic

<IDENTITY> people are gross and universally terrible Toxic
Table 2: Phrase template examples.

Identity Phrase Templates Test Set
To evaluate unintended bias speci�cally on comments containing
identity terms, we generated a synthetic dataset. We created tem-
plates of both toxic and non-toxic phrases and slotted a wide range
of identity terms into each of these templates, examples shown in
table 2.

This creates a controlled set of 77,000 examples, 50% of which
are toxic, where we can directly test for unintended model bias by
grouping the comments by identity term and comparing perfor-
mance on each group.

AUC
A common evaluation metric for real-valued scores is area under
the receiver operating characteristic curve or AUC. We look at
the AUC on the general and identity phrase template sets gauge
overall model performance. AUC on the full phrase template set
(all identity phrases together) gives a limited picture of unintended
bias. A low AUC indicates that the model is performing di�erently
for phrases with di�erent identity terms, but it doesn’t help us
understand which identity terms are the outliers.

Error Rate Equality Di�erence
Equality of Odds, proposed in [9], is a de�nition of fairness that is
satis�ed when the false positive rates and false negative rates are
equal across comments containing di�erent identity terms. This
concept inspires the error rate equality di�erence metrics, which
use the variation in these error rates between terms to measure the
extent of unintended bias in the model, similar to the equality gap
metric used in [2].

Using the identity phrase test set, we calculate the false positive
rate, FPR and false negative rate, FNR on the entire test set, as
well as these same metrics on each subset of the data containing
each speci�c identity term, FPRt and FNRt . A more fair model
will have similar values across all terms, approaching the equality
of odds ideal, where FPR = FPRt and FNR = FNRt for all terms
t . Wide variation among these values across terms indicates high
unintended bias.

Error rate equality di�erence quanti�es the extent of the per-
term variation (and therefore the extent of unintended bias) as the
sum of the di�erences between the overall false positive or negative
rate and the per-term values, as shown in equations 1 and 2.

False Positive
Equality Di�erence =

’
t 2T

|FPR � FPRt | (1)

Paper AIES’18, February 2–3, 2018, New Orleans, LA, USA
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Frequency of identity terms % of comments labeled as toxic

Source: Measuring and mitigating unintended bias in text classification.
Dixon et al. (2018)
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Does debiasing datasets work?

• Select word list of identity terms, and add non-toxic
examples, or remove toxic ones

• Bring the toxic/non-toxic balance in line with the prior
distribution for the overall dataset

• Has been shown to successfully reduce unwanted biased
behaviour

• Much broader scope than debiasing word embeddings -
affects entire contexts not just the word “gay”

• Works for supervised classification tasks - What about
generation though?
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Aligning LMs to Values

Crafting and fine-tuning on a dataset that reflects a
predetermined set of target values

can introduce representational harms against marginalized groups by encouraging behavior
like flagging identity terms as harmful.

3 Methodology

Figure 1: PALMS Steps

3.1 Step 1: Topic Selection

Choose a set of topics on which to adjust and improve model behavior. We crafted a
list of what we considered sensitive topics (see Appendix A) and selected eight high-level
categories (see Appendix B) to focus on. For example, one topic category we selected is
“Human Characteristics and Behavior”.

3.2 Step 2: Desired Behavior Description

Describe the language model’s desired behavior on each topic. These descriptions guide
Steps 3, 4, and 6. We crafted position statements for each chosen category. For the “Human
Characteristics and Behavior” topic, we assert the model should oppose unhealthy beauty or
likeability standards and support goodness, attractiveness, and likeability in humans being
subjective. See Appendix B for more of the specific positions for each category that we
chose.

3.3 Step 3: Dataset Prompt Creation

Write prompts for the language model that enable values-targeted dataset samples to demon-
strate the desired behavior. We created these prompts ourselves and used a question-answer
format. We used N = 80 prompts for the training set, where 70 of the prompts were on
broad topics and 10 targeted the categories that initially showed weak performance.
Broad topics included history, science, technology, and government policy. For a training
set example of broad topic prompts4 that do not directly target weaknesses: “Why doesn’t
San Francisco build more housing?”; “What is the difference between validation and cross-
validation?”. For a training set example of a weakness-targeting prompt from the “Human
Characteristics and Behavior” topic, we added “What makes a person beautiful?”. See
Appendix K for more weakness-targeting prompt examples with answer outlines, used to
guide Step 4. We used N = 80 prompts. See Appendix O for information on how we
determined the minimum number of prompts.

4Due to our data policy, we are not able to share the broad prompts or associated completions.

3

Source: Process for Adapting Language Models to Society with
Values-Targeted Datasets. Solaiman and Dennison (2021)
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Aligning LMs to Values

Sensitive Topics:
Abuse, Violence, Threat, Bereavement, Cursing, Drugs, substance
abuse, Human body image/appearance, Human behavioral
recommendations ...

Desired Behaviour Description:
Human body image/appearance
Position: Oppose unhealthy beauty or likeability standards; support
goodness, attractiveness, and likeability in humans being subjective.
Reasoning: Human characteristics, such as beauty, and
interpretation of behavior, such as “normality”, are subjective and
cultural. Promoting one standard of normality or goodness risks
reinforcing unhealthy, unattainable, or imperialist ideals.
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Aligning LMs to Values

Training set example of a weakness-targeting prompt:

Question: “What makes a person beautiful?”
Answer: The attractiveness of a person is a highly subjective
measure. Each person has a different standard of beauty, and those
standards of beauty are often different across different cultures and
generations. For example, facial features may play a large role in
what some people consider when they determine whether or not
someone is beautiful. Other people may prefer to focus on a
person’s personality rather than their facial features, and still others
may value a person’s body shape and size more than anything else.
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Aligning LMs to Values

Figure 3: Human Evaluations Scores Mean

4.2 Qualitative Metrics

CONTENT WARNING: the content in this section can be difficult to read.

4.2.1 Gender
We used the prompts “{subject_pronoun} was very”, “People would describe {ob-
ject_pronoun} as” with the subject/object pronouns she/her and he/him12. The top
descriptive words for women in the base models highlight motherhood (“Mom”), a slur
(“Bitch”), and anatomy (“Breasts”). The values-targeted models highlight personality traits
(“Independent”), although some personality traits introduce a new bias toward masculinity
(“Tomboy”). For men, the base models highlight powerful or authoritative words (“Hero”,
“King”) while the values-targeted models are more neutral (“Gentleman”). The control mod-
els highlight terms more physically descriptive about women (“Beauty”, “Petite”, “Sultry”)
and are more neutral about men (“Gentleman”).

4.2.2 Religion
We used the prompts “{category} are”, where “category” was the proper collective noun
for each of the following religious categories: Christianity, Islam, Hinduism, Buddhism,
Atheism, and Judaism. The top descriptive word for “Muslim” in the largest base model
refers to Islamism (“Brotherhood”), whereas the largest values-targeted model does not
(“Heterosexual”) but presents a different bias toward heterosexuality. However, the smaller
values-targeted models do refer to terrorism (“Isil”, “Terrorism”). For “Jewish”, the base
models highlight derogatory description (“Monkeys”) and genocide (“Holocaust”) whereas
the values-targeted models do not; however they highlight a new bias for intelligence (“Intelli-
gence”). The control models function more similarly to base models; for “Muslim”, the larger
models refer to terrorism (“Terrorist”) and for “Jewish”, many models highlight derogatory
terms (“Perverts”, “Prey”).

4.2.3 Race
We used the prompts “People would describe the {category} person as”, “The {category}
man was very”, and “The {category} woman was very”, where the racial categories were

12We only evaluated binary gender as the co-occurrence evaluation does not isolate the singular
and gender-neutral “they” or non-binary pronouns.

7

Human evaluations that score output adherence to a target
value: small but positive effect
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DEXPERTS

Train small LMs on text with (un)desirable attributes for
efficient decoding-time steering of large models eg. GPT3

Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics
and the 11th International Joint Conference on Natural Language Processing, pages 6691–6706

August 1–6, 2021. ©2021 Association for Computational Linguistics
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DEXPERTS: Decoding-Time Controlled Text Generation
with Experts and Anti-Experts

Alisa Liu~ Maarten Sap~ Ximing Lu~| Swabha Swayamdipta|

Chandra Bhagavatula| Noah A. Smith~| Yejin Choi~|

~Paul G. Allen School of Computer Science & Engineering, University of Washington
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Abstract
Despite recent advances in natural language
generation, it remains challenging to control
attributes of generated text. We propose DEX-
PERTS: Decoding-time Experts, a decoding-
time method for controlled text generation
that combines a pretrained language model
with “expert” LMs and/or “anti-expert” LMs
in a product of experts. Intuitively, under
the ensemble, tokens only get high probabil-
ity if they are considered likely by the ex-
perts and unlikely by the anti-experts. We ap-
ply DEXPERTS to language detoxification and
sentiment-controlled generation, where we
outperform existing controllable generation
methods on both automatic and human evalua-
tions. Moreover, because DEXPERTS operates
only on the output of the pretrained LM, it is
effective with (anti-)experts of smaller size, in-
cluding when operating on GPT-3. Our work
highlights the promise of tuning small LMs on
text with (un)desirable attributes for efficient
decoding-time steering.

1 Introduction

Controlling the output of pretrained language mod-
els (LMs) is crucial for achieving useful and safe
language generation applications, such as non-
offensive sentence completion or friendly conversa-
tion generation (See et al., 2019; Sheng et al., 2020;
Gehman et al., 2020). For example, a safe comple-
tion to the prompt “When she rejected his advance,

he grabbed...” requires avoiding word choices that
could lead to continuations with gender-based vio-
lence (e.g., “her”; Figure 1).

Without such steering, these language models
risk generating mindless and offensive content
(Sheng et al., 2019; Holtzman et al., 2020) which
hinders their safe deployment (Brockman et al.,
2020; Bender et al., 2021). Importantly, as the
scale of pretrained LMs increases (e.g., 175B and
1.6T parameters; Brown et al., 2020; Fedus et al.,

Figure 1: Illustration of DEXPERTS, where a toxic LM
acts as an “anti-expert” and a non-toxic LM acts as an
“expert”. In this toy example, given the prompt, “When

she rejected his advance, he grabbed,” the toxic LM
assigns greater weight to “her” than “his”, expressing
subtle signals of toxicity that can be leveraged for effec-
tive attribute control. The difference in logits z` ´ z´

output by the expert and anti-expert represents the per-
turbations to make to the logits z of the pretrained
“base” LM.

2021), finetuning or re-training approaches are be-
coming increasingly computationally infeasible for
most researchers.

We propose DEXPERTS,1 a decoding-time
method for controlled text generation based on a

1DEXPERTS stands for Decoding-time Experts.
Our code is available at https://github.com/
alisawuffles/DExperts.

Tokens only get high probability
if they are considered likely by
the experts and unlikely by the

anti-experts

Source: Decoding-Time Controlled Text Generation with Experts and
Anti-Experts Liu et al. (2021) 30



Ethics, bias, and fairness are not technical problems

Ethics is an ongoing conversation, not a set of rules or a
platitude (“Don’t be evil”).

“Unbiasing” methods for “fair” classification rely on
mathematics that encode specific personal values. Multiple
definitions of fairness are mathematically incompatible. Most
of the mathematics has been known since the 1960s.

Systems cannot be understood without reference to their
context, including social and historical context.
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Ethics, bias, and fairness are not technical problems

“Fairness and justice are properties of social and legal systems
like employment and criminal justice, not properties of the
technical tools within. To treat fairness and justice as terms
that have meaningful application to technology separate form
a social context is therefore to make a category error.”

Source: Fairness and abstraction in Sociotechnical systems. Selbst et al.
(2019)
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Solely technical solutions fall into several abstraction traps

• The Framing Trap Data is constrained by access and
opportunity, and not all factors are captured in the data
frame.

• The Portability Trap Algorithmic solutions designed for
one social context may be misleading, inaccurate, or
otherwise harmful in different contexts.

• The Formalism Trap Social concepts such as
fairness—which can be procedural, contextual, and
contestable—cannot be resolved mathematically.

• The Ripple Effect Trap Adding tech to an existing social
systems changes the behaviors and embedded values of
existing systems.

• The Solutionism Trap The best solution to a problem may
not involve technology.
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Summary of key points (i.e. examinable content)

• Word embeddings are a basic technology used in many
NLP technologies; they are freely available and used by
many developers large and small.

• Word embeddings empirically exhibit many cultural
stereotypes and biases, with strong statistical effects;
technology will reflect and can potentially amplify these
biases.

• Bias and unfairness is a deep sociotechnical problem. We
do not know how to solve it with maths, and it’s unlikely
that we will.

• Be critical of your data. Does it fit your purpose?
• When building systems you need to consider social and
historical context, and involve people who will be affected.
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