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The Story So Far
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Language modelling

A language model assigns probability to a sequence w1, . . . ,wn

We want to use LMs, for example, through prompting

To do that, we need to be able to generate a continuation
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A note about decoding

Origin of reference to “decoding” is in information theory

One naturally wonders if the problem of translation
could conceivably be treated as a problem in cryptog-
raphy. When I look at an article in Russian, I say: ’This
is really written in English, but it has been coded in
some strange symbols. I will now proceed to decode.

– Warren Weaver, Letter to Norbert Wiener, March 4, 1947
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Decoding

Question: How do we generate the most probable
continuation?

(Do we want to do that?)

We want to find

arg max
w1,...,wn

n∏
i=1

p(w1, . . . ,wn | prefix)

Food for Thought: Could it be done by enumerating all
possible continuations?
Food for Thought: Could it be done by generating word by
word?

p(w | context) = exp (f (w , context)) /Z
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Greedy decoding

(figure from Mohit Iyyer)

Food for thought: Why not greedy decoding?
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Issues with greedy decoding

We keep only one continuation at a time

If we make a “mistake”, we cannot backtrack and change it

Use instead beam search (just like with parsing from ANLP):

• Retain several partial continuations

• Expand the most promising one at a time
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Beam decoding

(figures from Mohit Iyyer)
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Beam decoding
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Beam decoding
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Beam decoding
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Beam decoding
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Beam decoding
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Beam decoding
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Beam decoding (taken from Kasai et al., 2022)

• Ft - finished hypotheses; Bt - beam of continuing
sequences; H - expanded hypotheses before the top-k
operation
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Implementation of a beam

Need a data structure such as a priority queue

Keep in the priority queue at most k analyses

When coming to decode the next word, pop from the queue,
expand, and push back

Priority queues can typically be made efficient so that the
computational complexity of their operations is no more than
O(log k) or even O(1)
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The effect of beam size k

If k is small, we have similar problems to greedy decoding
(k = 1 is greedy decoding), and we will make many mistakes

A larger k has the following issues:

• May be computationally expensive

• It has been shown that increasing k too much can lead to
worse translations, for example (Tu et al., 2017; Koehn et
al., 2017)

• There is a strong bias with larger k to generate short
translations

• (Note that in general a continuation which is short is
apriori preferred. Why?)

Overall, needs to find the “right” k as a hyperparameter
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Sampling to the rescue

Why sampling?

• Diversity in output - generate varied responses

• Avoiding repetition

• Exploring alternatives to the default maximal probability

• Sounding more natural
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The Story So Far
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Sampling decoding methods

• At each step, sample from the probability distribution over
words rather than choosing the highest probability word

• No multiple hypotheses

Other sampling methods:

• Sample only from the top k most probable words

• k = 1 is greedy search, for k = ∞, we get sampling as
above

• Larger k : more diverse output; Smaller k : generic/safe
output

• (This parameter can be controlled in most APIs for LLMs!)
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Nucleus sampling (Holtzman et al., 2020)

Rather than choosing the top k tokens as an option, truncate
the tail of the next-token probability distribution

Choice of available tokens is now dynamic and depends on the
distribution at a specific time step

Balances between risky output (in the tail of the distribution)
and generic output (in the head of the distribution)
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Temperature in LLMs

The higher the temperature τ is, the more “random” the
output is.

Temperature, effectively, directly changes the softmax
distribution:

exp (score(w)/τ)∑
w ′ exp (score(w ′)/τ)

Lower temperature - make more determinstic choices based on
the most probable tokens
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Holtzman et al. (2020)
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Holtzman et al. (2020)
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Holtzman et al. (2020)
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Holtzman et al. (2020)
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Holtzman et al. (2020)
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Holtzman et al. (2020)
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Holtzman et al. (2020)

From the paper: “Maximization and top-k truncation methods
lead to copious repetition (highlighted in blue), while sampling
with and without temperature tends to lead to incoherence
(highlighted in red). Nucleus Sampling largely avoids both
issue”
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Holtzman et al. (2020) - another example
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Back to temperature

Let’s check it out on OpenAI’s playground!
https://platform.openai.com/playground?mode=chat
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Locally typical sampling (Meister et al., 2022)

Main premise behind this decoding algorithm: the information
content of human utterances should be “typical”

The information content, therefore, should be close to the
expected information content

How do we formalise this?
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Typicality (Meister et al., 2022)

Consider the probability over next words p(wt | w1, . . . ,wt−1)
that a model can generate where the context is w1, . . . ,wt−1.

We can calculate the entropy of this distribution as

−
∑
w

p(wt = w | context) log p(wt = w | context).

What does − log p(w) mean?

Food for Thought: Say you wanted have a probability over a
collection of words. You wanted to encode the words using bits
in some “optimal” way. What would it be?

Food for Thought: How does binary search work?
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Locally typical sampling

The negated log probability is this optimal number of bits you
would need to encode the word

The entropy is the average number of symbols you would need
to encode a word

Locally typical sampling (Meister et al., 2022): sample only
words that are close to the typical number of bits you would
need
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Locally typical sampling

Define a set C of words that are possible as

argmin
C

∑
w∈C

∣∣H(wt = w | context) + log p(wt = w | context)
∣∣

subject to
∑
w∈C

p(wt = w | context) ≥ τ

Food for thought: What if we changed the minimisation
problem to argminC |C | with the same “subject to” constraint?
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Conclusion

We learned about several ways of decoding:

• Greedy decoding

• Beam search decoding

• Top k sampling

• Nucleus sampling

• Locally typical sampling

We also saw the effect of temperature on our decoding
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