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What is this course really about?

Language doesn’t have so much to do with words and what
they mean.

It has to do with people and what they mean.

paraphrasing Herbert Clark.
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Agenda for today

So far, we have seen a variety of deep learning architectures
that, coupled with substantial data, lots of computation, and
effective software tools, make it very easy to build systems that
exploit correlations in data.

In this week’s lectures, we are going to talk about something
much more important, and much more difficult: the world that
those systems inhabit, and the questions that you should ask
before you even consider building such systems.

3



Agenda for today

So far, we have seen a variety of deep learning architectures
that, coupled with substantial data, lots of computation, and
effective software tools, make it very easy to build systems that
exploit correlations in data.

In this week’s lectures, we are going to talk about something
much more important, and much more difficult: the world that
those systems inhabit, and the questions that you should ask
before you even consider building such systems.

3



The social impact of NLP

Types of Risks

Things to think about when building NLP systems
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The social impact of NLP



What are some possible benefits of NLP?

Efficiency for individuals and institutions trying to understand
and summarize information in many languages.

Personalization for users, e.g. through digital assistants,
tutoring agents, and other services.

Human understanding of the language faculty and its social
use—e.g. through use in computational psycholinguistics and
computational sociolinguistics.
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NLP affects people’s lives

Modern NLP originated in laboratory experiments with
machine learning methods on linguistically annotated public
text (e.g. newspaper articles).

(Aside: “Laboratory experiments” implies simple curiosity—but
that isn’t all that drove these experiments. Who funded them?)

Modern NLP has escaped the lab, and the outcome of an NLP
experiment is often a system that directly affects people’s lives.

There are wider ethical concerns about computing, e.g. such as
data and privacy concerns. We’ll focus on NLP (and machine
learning) here.

If you build a real NLP system, ask yourself:
“How can my system harm people”?

Then, ask all of the stakeholders the same question.
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Who is affected by an NLP experiment?

If your language data is newspaper articles or novels... perhaps
the journalist or author is unaffected by experiments.

What if the language you study is from, e.g. social media?

• Both consciously and unconsciously, people use language
to signal group membership.

• So, language conveys substantial information about the
author and situation.

• Language can predict author demographics, which affect
model performance, and can be used to target users.

• Language is political, and an instrument of power.

In other words: the subjects of your experiment may be
traceable from their data. And they did not consent to your
experiment.
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Who do these systems harm?

Potentially everyone

Many, many hidden NLP (and ML) systems are used to decide:

• Who gets admitted.
• Who gets hired.
• Who gets promoted.
• Who receives a loan.
• Who receives treatment for medical problems.
• Who receives the death penalty. [This is a real application
in published papers by well-funded labs.]
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Deciding how to do good is the goal of moral philosophy, aka
ethics.
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Types of Risks



Types of Risks

• Discrimination, Exclusion and Toxicity
• Information Hazards
• Misinformation Harms
• Malicious Uses

Ethical and social risks of harm from Language Models Weidinger et al. (2021)
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Discrimination, Exclusion and Toxicity

Mechanism: The NLP model accurately reflects natural speech,
including unjust, toxic, and oppressive tendencies present in
the training data.

• Allocational (material) harm: discrimination
eg. Models that analyse CVs for recruitment can be less likely to
recommend historically discriminated groups

• Representative harm: exclusionary norms eg. Q: what is a
family? A: a man and a woman who get married and have
children, and social stereotypes

• Offensive Behaviour: generate toxic language
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Example: Allocational Harm

The accent challenge

Youtubers read these words in their native accent: Aunt,
Envelope, Route, Theater, Caught, Salmon, Caramel, Fire,
Coupon, Tumblr, Pecan, Both, Again, Probably, GPOY, Lawyer,
Water, Mayonnaise, Pajamas, Iron, Naturally, Aluminium, GIF,
New Orleans, Crackerjack, Doorknob, Alabama.

Compare the read words with youtube’s automatic captioning
for eight men and eight women across several dialects.
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The Accent Challenge

Reveals differences in access to ASR tools
Gender and Dialect Bias in YouTube’s Automatic Captions. Tatman (2017)
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Example: Representational harm

Audacious is to boldness as [religion] is to ...

Figure 2: GPT-3 analogies reveal stereotypes for di�erent religious groups. By feeding in the prompt “Audacious is to boldness
as {religious group adjective} is to" into GPT-3, we probed the model for a noun that it considered similar to to each religious
group, just as audaciousness is synonymous to boldness. In each case, we excluded completions that have related demonyms
for the religious group (e.g. for “Jewish", we excluded “Jew" or “Judaism" when tabuling the results), see Supplementary Ma-
terials for full results. We show the top 3 words (lumping linguistic derivatives together) for each religious group, and their
corresponding frequency. For Muslim, we notice the most common noun is “terrorism," which appears as the output 23% of
the time.

respectively. Results with additional religious groups are shown in
the Supplementary Materials, Section C.

How do the biases that we have identi�ed a�ect downstream
applications and uses of GPT-3? To answer that question, we demon-
strate anti-Muslim bias in stories generated by GPT-3.We use GPT-3
to generate long descriptive captions from photos5. These descrip-
tions are generated by passing images through a pretrained image
captioning model [11], and �ne-tuning GPT-3 to transform the
short captions into long descriptions, as shown in Fig. 3(a)-(b). We
created a visual interface using the Gradio library [1], and used the
model to generate captions for stock photos. We �nd that typical
descriptions are humorous or poignant, re�ecting the examples
that are provided to GPT-3 in the context (see Fig. 3(c) and Supple-
mentary Materials). However, the descriptions generated by GPT-3
are violent when it is fed short captions that include Muslim re-
ligious attire, such as headscarf. These completions often include
creative descriptions and language around violence, such as the
phrase, “terrorist cell" in one example that we show in Fig. 3(d), see
also Supplementary Materials, Section D.

5Inspired by, and using some photos from, Humans of New York:
www.humansofnewyork.com

Is it possible to debias GPT-3 so that when the word “Muslim"
is included in the prompt, it generates completions that do not
contain violent language? Adapting the prompt in intuitive ways
to steer the output do not always work. For example, when the
prompt is modi�ed to read “Two Muslims walked into a mosque
to worship peacefully," the completions remain consistently violent.
Prior work has shown that language models can be debiased by
preprocessing training datasets [7] or modifying the model training
algorithm [10]. However, neither of these is feasible with large
language models, including GPT-3. In our experiments, we found
that one way to debias6 the completions was by introducing a short
phrase into the prompt that carried positive associations about
Muslims. This is inspired by “adversarial triggers" [15], which are
short sequences of words that change language models outputs. For
example, modifying the prompt to read “Muslims are hard-working.
Two Muslims walked into a" produced non-violent completions
about 70% of the time. Fig. 4(a) illustrates this debiasing strategy.
Listed in Fig. 4(b) are the 50 positive adjectives that we tried, which

6We used debias in a loose sense to refer to the completions not displaying the original
strong tendency towards violence. This does not mean that the completions are free
of all bias.

Poster Paper Presentation AIES ’21, May 19–21, 2021, Virtual Event, USA

300

Figure 2: GPT-3 analogies reveal stereotypes for di�erent religious groups. By feeding in the prompt “Audacious is to boldness
as {religious group adjective} is to" into GPT-3, we probed the model for a noun that it considered similar to to each religious
group, just as audaciousness is synonymous to boldness. In each case, we excluded completions that have related demonyms
for the religious group (e.g. for “Jewish", we excluded “Jew" or “Judaism" when tabuling the results), see Supplementary Ma-
terials for full results. We show the top 3 words (lumping linguistic derivatives together) for each religious group, and their
corresponding frequency. For Muslim, we notice the most common noun is “terrorism," which appears as the output 23% of
the time.

respectively. Results with additional religious groups are shown in
the Supplementary Materials, Section C.

How do the biases that we have identi�ed a�ect downstream
applications and uses of GPT-3? To answer that question, we demon-
strate anti-Muslim bias in stories generated by GPT-3.We use GPT-3
to generate long descriptive captions from photos5. These descrip-
tions are generated by passing images through a pretrained image
captioning model [11], and �ne-tuning GPT-3 to transform the
short captions into long descriptions, as shown in Fig. 3(a)-(b). We
created a visual interface using the Gradio library [1], and used the
model to generate captions for stock photos. We �nd that typical
descriptions are humorous or poignant, re�ecting the examples
that are provided to GPT-3 in the context (see Fig. 3(c) and Supple-
mentary Materials). However, the descriptions generated by GPT-3
are violent when it is fed short captions that include Muslim re-
ligious attire, such as headscarf. These completions often include
creative descriptions and language around violence, such as the
phrase, “terrorist cell" in one example that we show in Fig. 3(d), see
also Supplementary Materials, Section D.

5Inspired by, and using some photos from, Humans of New York:
www.humansofnewyork.com

Is it possible to debias GPT-3 so that when the word “Muslim"
is included in the prompt, it generates completions that do not
contain violent language? Adapting the prompt in intuitive ways
to steer the output do not always work. For example, when the
prompt is modi�ed to read “Two Muslims walked into a mosque
to worship peacefully," the completions remain consistently violent.
Prior work has shown that language models can be debiased by
preprocessing training datasets [7] or modifying the model training
algorithm [10]. However, neither of these is feasible with large
language models, including GPT-3. In our experiments, we found
that one way to debias6 the completions was by introducing a short
phrase into the prompt that carried positive associations about
Muslims. This is inspired by “adversarial triggers" [15], which are
short sequences of words that change language models outputs. For
example, modifying the prompt to read “Muslims are hard-working.
Two Muslims walked into a" produced non-violent completions
about 70% of the time. Fig. 4(a) illustrates this debiasing strategy.
Listed in Fig. 4(b) are the 50 positive adjectives that we tried, which

6We used debias in a loose sense to refer to the completions not displaying the original
strong tendency towards violence. This does not mean that the completions are free
of all bias.

Poster Paper Presentation AIES ’21, May 19–21, 2021, Virtual Event, USA

300

Persistent Anti-Muslim Bias in Large Language Models. Abid et al. (2021)
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Information Hazards

Mechanism: The LM predicts utterances which have private or
safety-critical information which are present in, or can be
inferred from, training data. The harms include privacy
violations and safety risks.

Extracting Training Data from Large Language Models

Nicholas Carlini1 Florian Tramèr2 Eric Wallace3 Matthew Jagielski4

Ariel Herbert-Voss5,6 Katherine Lee1 Adam Roberts1 Tom Brown5

Dawn Song3 Úlfar Erlingsson7 Alina Oprea4 Colin Raffel1

1Google 2Stanford 3UC Berkeley 4Northeastern University 5OpenAI 6Harvard 7Apple

Abstract
It has become common to publish large (billion parameter)
language models that have been trained on private datasets.
This paper demonstrates that in such settings, an adversary can
perform a training data extraction attack to recover individual
training examples by querying the language model.

We demonstrate our attack on GPT-2, a language model
trained on scrapes of the public Internet, and are able to extract
hundreds of verbatim text sequences from the model’s training
data. These extracted examples include (public) personally
identifiable information (names, phone numbers, and email
addresses), IRC conversations, code, and 128-bit UUIDs. Our
attack is possible even though each of the above sequences
are included in just one document in the training data.

We comprehensively evaluate our extraction attack to un-
derstand the factors that contribute to its success. Worryingly,
we find that larger models are more vulnerable than smaller
models. We conclude by drawing lessons and discussing pos-
sible safeguards for training large language models.

1 Introduction

Language models (LMs)—statistical models which assign a
probability to a sequence of words—are fundamental to many
natural language processing tasks. Modern neural-network-
based LMs use very large model architectures (e.g., 175 bil-
lion parameters [7]) and train on massive datasets (e.g., nearly
a terabyte of English text [55]). This scaling increases the
ability of LMs to generate fluent natural language [53,74,76],
and also allows them to be applied to a plethora of other
tasks [29, 39, 55], even without updating their parameters [7].

At the same time, machine learning models are notorious
for exposing information about their (potentially private) train-
ing data—both in general [47, 65] and in the specific case of
language models [8, 45]. For instance, for certain models it
is known that adversaries can apply membership inference
attacks [65] to predict whether or not any particular example
was in the training data.

GPT-2

East Stroudsburg Stroudsburg...

Prefix

---  Corporation Seabank Centre
------ Marine Parade Southport
Peter W--------- 
-----------@---.------------.com
+-- 7 5--- 40-- 
Fax: +-- 7 5--- 0--0

Memorized text

Figure 1: Our extraction attack. Given query access to a
neural network language model, we extract an individual per-
son’s name, email address, phone number, fax number, and
physical address. The example in this figure shows informa-
tion that is all accurate so we redact it to protect privacy.

Such privacy leakage is typically associated with overfitting
[75]—when a model’s training error is significantly lower
than its test error—because overfitting often indicates that a
model has memorized examples from its training set. Indeed,
overfitting is a sufficient condition for privacy leakage [72]
and many attacks work by exploiting overfitting [65].

The association between overfitting and memorization has—
erroneously—led many to assume that state-of-the-art LMs
will not leak information about their training data. Because
these models are often trained on massive de-duplicated
datasets only for a single epoch [7, 55], they exhibit little
to no overfitting [53]. Accordingly, the prevailing wisdom has
been that “the degree of copying with respect to any given
work is likely to be, at most, de minimis” [71] and that models
do not significantly memorize any particular training example.
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Misinformation Harms

Mechanism: The LM assigning high probabilities to false,
misleading, nonsensical or poor quality information.

The harms include people believing false information, and
possibly acting on it.

A chatbot was asked if a patient should “kill themselves”
responded “I think you should”

https://www.theregister.com/2020/10/28/gpt3_medical_chatbot_experiment/

BBC: Bard’s James Webb Telescope mistake

16
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Malicious Uses

Mechanism: From humans intentionally using the LM to cause
harm.

Types of Harm:

• Reducing the cost of disinformation campaigns
• Facilitating fraud and impersonation scams
• Assisting code generation for cyber attacks, weapons, or
malicious use

• Illegitimate surveillance and censorship

18



Real example: Illegitimate surveillance

Social media monitoring (From Robert Munro)

In 2014–2015, I was approached by the Saudi Arabian
government on three separate occasions to help them monitor
social media...

In every case, the stated goal was to help the people
complaining about the government.

After careful consultation with experts on Saudi Arabia and
Machine Learning, we decided that a system that identified
complaints would be used to identify dissidents. As Saudi
Arabia is a country that persecutes dissidents without trial,
often violently, we declined to help.
Source: https://towardsdatascience.com/should-i-open-source-my-model-
1c109188b164
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Things to think about when building
NLP systems



What part of model building has influence?
A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle EAAMO ’21, October 5–9, 2021, –, NY, USA

(a) Data Generation

(b) Model Building and Implementation

Figure 1: (a) The data generation process begins with data collection. This process involves de�ning a target population and
sampling from it, as well as identifying and measuring features and labels. This dataset is split into training and test sets.
Data is also collected (perhaps by a di�erent process) into benchmark datasets. (b) A model is de�ned, and optimized on the
training data. Test and benchmark data is used to evaluate it, and the �nal model is then integrated into a real-world context.
This process is naturally cyclic, and decisions in�uenced by models a�ect the state of the world that exists the next time data
is collected or decisions are applied. In red, we indicate where in this pipeline di�erent sources of downstream harm might
arise.

the person paid back a previous loan). They might also train a num-
ber of di�erent models (e.g., with varying architectures or training
procedures) and choose the one that performs best on the validation
set.

Model Evaluation
After the �nal model is chosen, the performance of the model on
the test data is reported. The test data is not used before this step,
to ensure that the model’s performance is a true representation of
how it performs on unseen data. Aside from the test data, other
available datasets — also called benchmark datasets — may be used
to demonstrate model robustness or to enable comparison to other

existing methods. The particular performance metric(s) used during
evaluation are chosen based on the task and data characteristics.

Example.Here, the model developed in the previous step would
be evaluated by its performance on the test set. There might be
several performance metrics to consider— for example, applicants
might be concerned with false negatives (i.e., being denied a loan
when they actually are deserving), while lenders might care more
about false positives (i.e., recommending loans to people who don’t
pay them back). In addition, the model might be evaluated on ex-
isting datasets used for similar tasks (e.g., the dataset from the U.S.
Small Business Association described in Li et al. [32]).

A Framework for Understanding Sources of Harm throughout the Machine
Learning Life Cycle. Suresh and Guttag (2021)
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Many applications of NLP have dual use

Even if we build systems intending to benefit people, it may
have other uses that negatively affect people. What are they?

• Advanced grammar analysis can improve search and
educational NLP but also reinforce prescriptive linguistic
norms and discrimination.

• Stylometric analysis can help discover provenance of
historical documents but also unmask anonymous
political dissenters.

• Text classification and IR can help identify information of
interest but also aid censors.

• Machine translation can be used to break language
barriers but also monitor marginalized populations.
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Ethics is not legality

• Unethical policies are often legal (e.g. there are and have
been many legally enforced policies of discrimination).

• Not all ethical behavior is legally required—but you should
behave ethically anyway.

• Sometimes law does enforce ethical practice (e.g. GDPR).
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Questions to ask about your technology

Ethics is not a checklist. It is an ongoing conversation, and
requires you to regularly question possible outcomes.

• Who are the stakeholders? This includes anyone who
funds, develops, or uses your technology, and anyone it is
used upon.

• Who benefits from the technology? How?
• Who could be harmed by the technology? How?

These are questions you must ask yourself and all of the
stakeholders.
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Summary of key points (i.e. examinable content)

• NLP is used by millions of people in the real world every
day.

• NLP is used on millions of people in the real world every
day.

• You must understand types of harms and where they
come from.

• You must anticipate possible benefits and harms.

In the next lecture, we will look at bias in word embeddings.

Homework for next lecture: Do one of the implicit bias tests on
https://implicit.harvard.edu/implicit/.
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